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g n response to the need for a simple atmospheric
correction method and the consequent verification
of «i:ch a methed, an eiperiraent was conducted (o
acquire a data set suitable for testing atmospheric
correction procedures under a variety of atmo-
spheric conditions. Several procedures, including
radiative transfer codes (RTCs) with simulated at-
mospheres, image-based procedures and dark-
object subtraction (DOS), were evaluated by com-
paring surface reflectance factors derived from
Landsat Thematic Mapper (TM) digital data with
low-altitude, aircraft-based measurements for seven
dates over a I-year period. Acceptable results, ap-
proximately + 0.02 reflectance (1 o RMS), were
achieved based on an RTC with appropriate simu-
lated atmospheres. The DOS technique was the
least accurate method and, in fact, produced
greater error in estimations of near-IR reflectance
than no correction at all. Two hybrid approaches,
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which combined the image-based nature of DOS
with the precision of an RTC, pmmderl sufficient
aecuricy and siooplicity to g buiccig .
for use on an operational basis. “Thougl. iiesc re-
sults were probably site-specific (characterized by
relatively low aerosol levels and low humidity),
they illustrate the feasibility of simple atmospheric
correction methods and the usefulness of a diverse
data set for validation of such techniques.

INTRODUCTION

Remotely sensed spectral data have long been
promoted for earth-monitoring applications, such
as land-cover change detection and evaluation of
global energy balance. However, in order to fully
realize the potential of satellite spectral data for
such applications, it is necessary to convert sensor
output (termed digital count, DC) to values inde-
pendent of atmospheric conditions, that is, values
of surface reflectance. Currently, such conver-
sions can be accomplished by measuring atmo-
spheric optical depth on the day of satellite over-
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pass and using a radiative transfer code (RTC) to
compute the relationship between surface re-
flectance and radiance at the sensor. This proce-
dure has proven to be accurate (Holm et al,, 1989;
Moran et al, 1990), but is too expensive and
time-consuming to be used on an operational
basis.

Several simpler atmospheric correction pro-
cedures have been proposed for satellite-based
digital data in the visible and near-IR spectrum
(Otterman and Fraser, 1976; Singh, 1988; Dozier
and Frew, 1981; Kneizys et al., 1988). Simplified
procedures vary in the quantity and accuragy of
atmospheric data required for spplication; and
few can be applied when no atmospheric data are
available. In the absence of measured atmo-
spheric data, one can resort to using an RTC
with suitable simulated atmospheres, for example,
midlatitude summer atmosphere or standard U.S.
atmosphere. Recently, Richter (1990) suggested
that a rough estimate of surface reflectance could
be obtained based on a catalogue of atmospheric
correction functions compiled using an RTC for
different simulated atmospheres, aerosol types,
solar zenith angles, and ground altitudes. This
catalogue could enable “fast” processing of satel-
lite images for instances when no atmospheric
data are available. He further refined the estimate
swilh sroorproximate coryection for the adjacency
effect using an Nx N pixel window and appro-
priate weighting functions for the difference in
reflectance.

Another option is to derive information about
atmospheric conditions directly from the image
itself, thus circumventing the need for on-site
measurements of atmospheric and site conditions.
Image-based approaches to atmospheric correc-
tion generally use scene-derived information about
the atmosphere, in combination with an RTC, to
retrieve surface reflectance factors. For example,
Ahern et al. (1977) extracted path radiance (or
haze) information using a clear lake present in
the scene and then, based on this estimate of path
radiance, inferred atmospheric transmittance and
downwelling irradiance with a radiative transfer
code. This method has proven to be operational
and has been incorporated into the software of
the Canada Centre for Remote Sensing (CCRS)
Image Analysis System (Teillet, 1986).

A simplified version of this method, termed
the dark-object subtraction method, has been

used for some applications (Vincent, 1972: Cha-
vez, 1988; 1989). The dark-object subtraction
(DOS) method allows path radiance information
to be extracted using the darkest object in the
scene, not necessarily a clear water body, and
circumvents the need for a radiative transfer code
by ignoring the transmittance and downwelling
irradiance terms. Though this greatly simplifies
the atmospheric correction procedure, the error
associated with the latter assumptions could be
large.

Although there are a multitude of proposals
for simplified atimospheric correction procedures
in addition to those mentioned here, few have
been validated with ground data under different
atmospheric conditions. In an attempt to verify a
simple linear formulation for retrieving surface
reflectance factors from Landsat MSS DCs, Rich-
ardson (1982) compiled data from seven separate
investigations. Based on this data set, he derived
an empirical relation between Landsat MSS DCs
and surface reflectance factors for conditions that
closely approximated optically thin atmospheres.,
Though his results have limited application, he
illustrated 1) the feasibility of simple atmospheric
correction methods and 2) the usefulness of a
diverse data set for validation of such techniques.

In response to the need for a simple atmo-
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verification of such a method, an experiment was
designed to acquire a data set suitable for testing
atmospheric correction procedures under a vari-
ety of conditions. Simultaneous spectral data were
acquired using satellite-, aircraft-, and ground-
based sensors over large, uniform ground targets
for an extended time period. Atmospheric optical
depth was measured during each satellite over-
pass for input to radiative transfer codes for re-
trieval of surface reflectance factors from satellite
DCs. These results were assumed to be the most
accurate and were compared with results using
simpler atmospheric correction methods that
were not dependent on on-site measurements of
optical depth. The analysis included corrections
based on simulated atmospheres, variations on
the method proposed by Ahern et al. (1977),
and the dark-object subtraction technique. Three
radiative transfer codes were used:

1. Herman-Browning (Herman and Browning,

1965),




2. 55 {Tanré et al., 1985), modified to allow
terrain elevations above sea level (Teillet
and Santer, 1991),

3. Lowtran7 (Kneizys et al., 1988).

Values of satellite-derived surface reflectance were
compared with low-altitude aircraft-based mea-
surements in the visible and near-IR spectral
bands.

ATMOSPHERYC EFFECTS IN REMOTE
SENSING

The interaction of eleciromagnetic radiation with

the earth’s atmosphere is complex. In this section,
discussion will be limited to simple interactions
within the atmospheric windows of the visible
and near-IR spectrum, ignoring atmospheric re-
fraction, turbulence, and polarization. Further-
more, the sky is assumed to be a uniform Lam-
bertian scatterer and the surface is assumed to be
a flat, uniform, Lambertian reflector. The assump-
tions of isotropic sky irradiance and Lambertian
surface reflectance are used extensively in remote
sensing analysis and are adopted here for purposes
of discussion.

Equations (1)-(4) are based on the derivations
by Chandrasekhar (1950) and simplifications by
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Slater (1980, p. 307). A summary of the notation
is given in Table 1.

The spectral radiance from a surface (L) is
a function of the irradiance reaching the surface
and the spectral reflectance of the surface. Slater
(1980) expressed this relationship as

Lo = (oo ] ®)[(Ean)eos 0, 5<% 4 k), (1)
where p, is the spectral reflectance of the ground
surface, E,» is the solar spectral irradiance at the

top of the earth’s atmosphere, 0, is the angle of
the direct solar flux to the surface normal, &, is

the spectral extinction optical thickness, and i,

is the downwelling spectral irradiance.

A satellite-based sensor detects the radiance
transmitted through the atmosphere to the sensor
(L,). This term is a function of the spectral radi-
ance at ground level, the transmittance through
the atmosphere, and the upwelling atmospheric
spectral radiance due to scattering (Lay). This can
be expressed as

l;,)‘ = L@L" i secdy) . L,[)J y (2)

where 6, is the angle between the line from the
sensor to the surface and the normal to the surface
of interest.

Equations (1) and (2) can be combined to
form a single equation describing the interaction

Table 1. Summary of Scientific and Technical Notation

Lys = spectral radiance at ground level (W m et pmhy
L, = spectral radiance at the satellite sensor (W m™? sr 1 um Y
Em = downwelling speetral irradiance at the surface due to scattered solar flux in the

atmosphere (W m™% pm ™)

Lo = downwelling spectral radiance at the surface scattered in one direction, within a
specified field of view (W m 2 sr=! pum ™)

upwelling atmospheric spectral radiance scattered in the direction of and at the

Lo =
sensor entrance pupil and within the sensor’s field of view (W m "% sr™! ym” D)

po = spectral reflectance of the surface, assuming atmospheric scattering and absorption
were accounted for

pow = “apparent” spectral reflectance of the surface, assuming no atmosphere (subscript u
means uncorrected)

E,. = solar spectral irradiance on a surface perpendicular to the sun’s rays outside the
atmosphere (W m™2 pm ™)

7 = atmospheric transmittance along the path from the sun to the ground surface, where
72 = exp(~ & sec 6.) for scattering and weak absorption

7o = atmospheric transmitiance along the path from the ground surface to the sensor,
where 1. = exp( - 6, sec 8,) for scattering and weak absorption

& = spectral extinction optical depth

8. = angle of incidence of the direct solar flux onto the earth’s surface

8, = angle between the line from the sensor to the surface and the normal to the surface

of interest
A = spectral band
DC = satellite-based digital count

T
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of incoming solar irradiance with the atmosphere
and the surface,

0or = [K(Lon— Lan) | 7] | [(En)c0s 8. T+ Ean],  (3)

where 7., and 7,, are atmospheric transmittance
aleng the solar and the sensor viewing paths,
approximately equal to el~%:<%) and el 5wt
respectively, for scattering and weak absorbers at
8. and 8, values less than 70°.

When atmospheric effects are ignored, Eq.
(3) simplifies to
P = (L) [ (Eo cos 8.), (1)

whiao @ signifies 'imcortcc"tégil\(q;. apparent) re-
flectance. It should be emphasized that Eq. (3)
and (4) do not explicitly show multiple atmo-
sphere/ surface reflections; however, the actual
computations of the terms include this coupling
effect. Furthermore, the Ly and Eg terms are a
function of the ground reflectance and the atmo-
spheric coupling.

For remote sensing applications, several of
the components in Egs. (3) and (4) are known.
The values of L, can be computed from the
output of the sensor (DC) using data from the
in-flight calibration mechanism aboard the satel-
lite. Values of E,» have been published for the
response functions of the filters in the TM sensor
{Slater ot al., 1986). The geometric parameter 6,
~an be cortputed from daic and sdme oi sverpass,
and 6, can be acquired from header data on the
computer compatible tape (CCT) with the image
data. Thus, when solving for p, using Eq. (3),
there are four unknowns: 7., 7., Ens, and L.
These terms can be determined using an RTC
with measurements and/or estimates of atmo-
spheric and site conditions. For most remote sens-
ing applications, measurements of atmospheric
conditions, such as Rayleigh, aerosol, and ozone
optical depths, are not available. In this case,
most RTCs provide the option of using simulated
atmospheres in which these and other inputs are
estimated based on reasonable assumptions.

One factor that has not been taken into ac-
count in this discussion is the effect of multiple
scattering in the vicinity of the pixel that can
reduce the contrast between targets of different
reflectance. This aspect is often ignored because
the calculations required to account for the adja-
cency effect are quite complex and are always at

. Furthermore,

the expense of computational tim

there is some evidence that the multiple reflection
and lower-order adjacency effects can be ignored
if one is interested only in computing vegetation
indices, such as the near IR /red reflectance ratio
(Singh, 1988). But such eflects could be important
when using reflectance factors for other applica-
tions, such as scene classification and evaluation
of surface energy balance or albedo. In the latter
ases, there is increasing cvidence that the adja-
cency effect is not insignificant and should be
accounted for in the future development of atmo-
spheiic corvection algorithms (Kaufman and Fra-
ser, 1984 Kauvipoan, !4}3{1) '['hmlgh the image-

based provedure suggested by Richter (1990)

shows promise as a relatively simple correction,
it has not yet been validated with ground-based
measurements.

EXPERIMENT

A multidisciplinary, multiagency experiment was
conducted at the University of Arizona’s Maricopa
Agricultural Center (MAC) to collect simultane-
ous ground-, aircraft-, and satellite-based radiom-
eter measurements over uniform surfaces. From
April 1985 to June 1986, atmospheric measure-
ments and aircraft-mounted and ground-based ra-
diometar measuremants were made on cach day
of the iandsat-3 over, .ss, weather and equip-
ment permitting (Moran, 1986). Landsat TM digi-
tal data were ordered if the sky was clear at the
zenith and around the sun at the time of satellite
overpass. Twelve TM scenes were acquired dur-
ing the period of the experiment.

Site Description

The experimental site, MAC, is a 770 ha farm
located about 48 km south of Phoenix (latitude
33°03, longitude 112°59’). The maximum daily
air temperature ranges from over 42°C in the
summer to less than 15°C in winter. The relative
humidity is generally low, with the average
monthly value ranging from about 10% in May
and June to about 50% during the “monsoon”
season in August. The average yearly rainfall is
about 20 cm.




development projects. The demonstration farm is
a 808 ha area, with fields up to 0.27 km x 1.6 km
in size, dedicated to demonstrating new farming
technigues on a production scale. All the data for
this experiment were acquired in large, uniform,
laser-leveled fields located on the MAC demon-
stration farm. The soil textures included clay
loam, sandy loam, and sandy clay loam (Post et
al, 1988). Alfalfa is grown year-round with about
seven to eight harvests per year; cotton is grown
during the summer, and wheat during the winter.

" MAC is surrounded by similar, flat agricultural
- land .2

Jackson (1990)].

Aircraft-Based Data

Aircraft-based spectral reflectance data were col-
lected along a route designed to cover 12 of the
largest MAC fields. Flights were scheduled to
coincide with satellite overpasses and ground-
based data collections. The aircraft was flown at
a nominal altitude of 150 m. The airborne sensors
included an Exotech’ radiometer with TM filters,
an infrared thermometer (IRT), and a color video
camera mounted to provide a view normal to the
ground surface. The video data were used to
= identifv the ground location and surfzze type for
each spectral reflectance datum. A portable data
logger signaled the device to collect a sample
every 2 s and recorded the time of sampling to
0.0001 h.

Measurements of radiance from a calibrated
BaSO, panel were recorded by ground-based radi-
ometers during each flight and used to calculate
the aircraft-based reflectance factors of the vari-
ous ground surfaces (Jackson et al, 1987). This
was accomplished by comparing the voltages from
the ground-based and airborne radiometers over
a calibrated reflectance panel before and after
each flight, calculating a ratio of aircraft-based to
ground-based Exotech voltages, and multiplying
the ground-based panel readings by this ratio.
Knowing the absolute reflectance calibration of

! The use of company names and brand names are necessary
io report factually on available data; however, the USDA, UA, and
CCRS neither guarantee nor warrant the standard of the product,
and the use of the same by USDA, UA, or CCRS implies no approval
of the product to the exclusion of others that may also be suitable.
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LN 3 desert [a photographic image of MAC
~and the Maricopa area has been presented by
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the panel, the reflectance factors of the various
ground surfaces measured from the aireraft could
be caleulated.

In order to validate the use of aircraft-based
reflectance data as a ground reference, a simple
comparison of ground- to aircraft-based reflec-
tance factors was conducted by Holm et al. (1989)
for this data set. An average of six readings col-
lected by the airborne sensor over a fallow field
were compared with the average of 64 corre-
sponding ground-based samples. The reflectance
factors were computed as described previously
and averaged to produce one reflectance factor
for the airerait-based and ground-based measurc-
ments per band. The differences between the
ground- and low-altitude aircraft-based reflectance
factors were 0.004 or less for the four TM bands.
An average difference of 0.006 was obtained by
Pinter et al. (1990) for a similar comparison with
a different data set.

Satellite-Based Data

The Landsat TM sensor acquires image data at
30 m resolution in four wavelength bands in the
visible and near-IR spectrum (TM1, 0.45-0.52
pm; TM2, 0.53-0.61 pm; TM3, 0.62-0.69 pm;
and TM4, 0.78-0.90 um). Seven of the 12 T™
images acquired in the MAC experiment were
selected for this anaiysis based on image quality
and availability of ancillary data (Table 2). All TM
scenes were acquired with Level-A processing
from EROS Data Center, Sioux Falls, South Da-
kota. The Level-A processing consists of a “radio-
metric” correction to normalize detector response
within each of the spectral bands but no “geomet-
ric” correction. The radiometric correction of the

Pl

Table 2. Satellite Overpass Specihications

Date DOY A E. E.s E.; Eoq
23 Jul 85 85204 29.84 18951 17705 1497.3 10108
8 Aug 85 85220 30.08 1895.1 17705 14973 10108
27 Oct 85 85300 50.88 19808 18505 1565.0 10563
20 Mar 86 88079 43.76 19709 18413 15572 1051.0
5 Apr 86 86095 3835 1953.0 18245 1543.0 10414
21 Apr 86 86111 33.35 19355 1808.2 15292 1032.1
24 Jun 86 86175 27.56 1891.0 176B8.7 14941 10084

¢ DOY refers to day of calendar year, 8: is the solar zenith angle
(in degrees) and Eox is the solar spectral irradiance at the top of the
earth’s atmosphere (W m™? um ™ '), where N is replaced by numbers
1-4 referring to TM spectral Bands 1-4. Time of overpass was approxi-
mately 106:33 MST.
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Table 3. Spectral Optical Depth Values in the T™ Spectral Bands

Estimated for Seven Dates in 1985 and 1986 at MACH

L2
Aer  Ray

DOY

O Aer Ray

™3 ™4

Oy Aer Ray O,

0.081
0.081
0.081
0.082
0.081
0.080

0.127 0.156 0.009 0.099
85220 0.173 0.157 0.006 0.139
85300 0.124 0.156 0.006 0.096
86079 0.084 0.158 0.008 0.064
86095 0.085 0.156 0.012 0.069
86111 0.058 0.154 0.005 0.049
86175 0.175 0.156 0.013 0.136

85204

0.039
0.026
0.025
0.034
0.052
0.030
0.081 0.054

0.002
0.002
0.001
0.002
0.003
0.000
0.003

0.019 0054 0.0)7
0.013 0.083 0.017
0.012 0053 0.017
0.017 0.033 0017
0.017 0.041 0017
0.013 0.031 0.007
0.027 0.074 0.017

0.079 0.045
0.114 0.045
0.076 0.045
0.049 0.045
0.056 0.045
0.041 0.044
0.108 0.045

" DOY refers to the day of year. Aer, Ray, and Oy are acvosol, Rayleigh. and ezonc optical

depth values.

TM scenes results in substantial . enhanceméent of
the DCs and requires some work (Holm, 1987;
Holm et al., 1989) to reverse the correction pro-
cess. The reversal is necessary in order to use the
TM absolute calibration factors to convert DC to
radiance.

Atmospheric Measurements

On each overpass date, measurements of incident
solar illumination were made with a solar radiom-
eter over the time period from sunrise to solar
noon (Slater et al., 1987). Total optical depth of
the atmosphere was determined from the slopes

of Langley plots, in which the naturai logariihun
of the voltages from the solar radiometors was
plotted against air masses for several wavelengths
throughout the spectral range of interest. Total
optical depth was partitioned into Rayleigh, acro-
sol, and ozone optical depths using the procedure
described by Biggar et al. (1990) (Table 3).

DATA PROCESSING
A subset of TM digital counts was selected from

each of the TM scenes for correlation with the
aircraft-based reflectance factors. Two targets,

Table 4. List of Corresponding Aircraft-Based Relflectance Factors and
Landsat5 TM Digital Counts for Bare Soil and Vegetated Targets at

MAC
Landsat TM

Aircraft-Based Reflectance “Raw” Digital Counts )

DOY TM1I T™2 T™3 TM4 TM1 T™M2 TM3 T™M4

Soil
85204 0.0805 0.1205 0.1684 0.2155 9633 4858 64.60 63.02
85220 0.0845 0.1256 0.1854 0.2250 9669 4735 6274 60.57
85300 0.0745  0.0941 0.1082 0.2425 7840 3405 379 50.13
86079  0.0698 0.1072 01539 0.1997 7755  39.12 52.44 51.30
86095  0.0664 0.0992 0.1498 0.2039 80.38 3899 5212 51.08
86111 0.0924 0.1398  0.2061 0.2736 95.85 50.83 71.67 69.15
86175 0.1046  0.1491 0.2101 0.2662 110.51 58.25 80.07 76.11
Vegetation

85204 0.0232 0.0589 00269 0.5387 7080 3270 24.07 143.20
85220  0.0302 0.0591 0.0365  0.5861 76.01 32.99 26.94 142 81
85300 0.0853 0.1424 0.1947 0.2437 82.78 41.56 5591 51.85
86079 0.0260 0.04865 04.0302 0.3758 60.54 24,94 20.20 92.87
86095 0.0370  0.0634 0.0533 0.4124 70.34 31.97 2947 97.16
86111 0.0235 0.0542 0.0239 0.6258 68.04 30.84 23.26 154.42
86175  0.0310 0.0650 00336 05713 77.14 35.92 28.08 153.64

* “Raw” DCs refer to DCs for which the radiometric correction applied in the A-tape
processing has been reversed. These DCs can be converted to at-satellite radiance using the
absolute radiometric calibration coefficients listed in Table 5.

_— T,
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Table 5. Thematic Mapper Sensor Calibration Coeflicrents®
TM1 T™Z I[W f ('W A'
Date Muli  Add  Mult Aa’d Mult \drl Mult Add

Before QOct 1985
After Oct 1985

13.82 2.79 7.12
13.89 2.71 7.20

I() J() 2 "i
10.35 2.36

306 9 2.’3 3 Ii%
256 940 2.60

¢ Coefficients are in units of digital count per radiance (DC m? se pm W), "Mult” velers
to the multiplactive factor and “Add” to the additive factor,

one bare soil and one full-cover vegetation, were
selected from each scene. Uniform subsets from
within each target were selected by visual exami-
natice of a DC printout of the area. The subsets
-consisted of 12-58 pikels, whict: were averaged
0 obtain a mean DC value for the area. A sét of
two to five aircraft-based pixels, corresponding
spatially to the location of the TM pixels, was
averaged to produce a single reflectance factor
for each averaged DC value. This resulted in 56
points: two targets per seven scenes per four TM
bands (Table 4).

The DCs extracted from the Landsat TM im-
ages required some preprocessing (Holm et al.,
1989) to reverse the radiometric correction rou-
tinely applied by the EROS Data Center. The TM
“raw” DCs were then converted to top-of-the-
atmosphere radiance (L..) using the absolute ra-
diometric calibration coefficients of the TM (Slater

etal, 3986) (Table 5). The uncorrected or “appar-
. ent” surfuce refleztance factors () wess com-
puted from values of L, using Eq. (4).
Corrected surface reflectance factors (p,)
were computed using three approaches (summa-
rized in Table 6). In the first, on-site optical depth

Vof atiaospheric

measurements were used as input to an RTC
to compute surface reflectance factors based on
satellite DC values. This method provided the
most accurate results, to be used as a baseline for
comparison with results from the simpler ap-
proaches. Second, pp values were retrieved based
on RTC output with reasonable simulated atmo-
spheres and a Rayleigh atmosphere. This ap-
proach could be an attractive alternative for some
remote sensing applications in which atmospheric
data are not available. Third, several image-based
approaches were tested, including the dark-object
subtraction method, to determine the viability of
these methods and the necessity of incorporating
an RTC into the correction process.

RTC Solution with Measured Input

Two radiative transfer codes (Herman-Browning
and 58) were applied using on-site measurements
optical depth (Table 2). For b
Herman-Browning code, we used a value or 1.54~
0.01i for the complex refractive index of the aero-
sols (Jennings et al, 1978) and we assumed a
Junge size distribution for aerosol particles (Big-

Teble 6. Summary of Atmospheric Correction Abbreviations Used in Text

and Figure Captions

ncorrected estimates using Eq. (4) (apparent reflectance)

UNC = unc

Radiative Transfer Codes (RTC) with Measured Input
HBC = Herman-Browning code, using on-site measurements of optical depth
58C = 58 code, using on-site measurements of optical depth

RTC with Simulated Input

L-M = Lowtran7 (L7) code using the midlatitude summer model default

L-§ = L7 code using the standard U.S. atmosphere model defauht
L-R = Lowtran7 code using a Rayleigh atmosphere with only gas absorption
hmage-Based Correction Methods with and without Use of RTC
DOS = dark-ebject subtraction based on the image histogram (assume dark ebject
por=0.01)
580 = 58 code with input based on dark-object information (assume dark object py = 0.01)
L-D = L7 code with simulated atmosphere chosen using dark-object information (assume

dark object pg = 0.01)

5SD2 = same as 5SD, assuming dark object has 0.02 surface rellectance

1-D2 = same as L-

D, assuming dark object has 0.62 surface reflectance
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gar et al,, 1990). The aerosol profile was based
on measurements at White Sands, New Mexico
(Elterman, 1968), the O3 and H,O profiles were
based on work by Mateer et al. (1980) and Sissen-
wine et al. (1968), respectively. The atmospheric
pressure profile was based on the Standard 1962
U.S. Atmosphere. Scattering computations were
determined at the nominal speciral band center
(Palmer, 1984). For the 5S code, the continental
aerosol and midlatitude summer atmospheric pro-
files were assumed, and the aerosol optical depth
_at 550 nir: was derived from the Junge.parameter
~computed for the Henuan-Browning ende. Satel-
* hie-derived surface reflectances (o,) were deter-
mined by htting RTC-calculated L, values to
the image-derived L, values, assuming different
values for the surface reflectance in the RTC.

RTC Solution with Simulated Input

The Lowtran7 RTC was applied by selecting suit-
able, simulated atmospheric models to describe
radiative transfer conditions. Three different mod-
els were selected:

1. Midlatitude summer model,

2. Standard U.S. atmosphere model,

3. Rayleigh atmosphere with zero water vapor
and estimates of gaseous absorption.

L coLupEison ol vertical profiles of air temper-
ature, pressure and relative humidity for each
atmospheric model on 23 July is presented in
Figure 1. Note that all three models produce
similar estimates of atmospheric pressure, corre-
sponding well with the on-site measurement of
barometric pressure. None of the models pro-
duced ground-level air temperatures as high as
those recorded at MAC during July. For the Ray-
leigh atmosphere, the ground-level air tempera-
ture was used as input to the model, and thus the
results showed good agreement at ground level.
The relative humidity was overestimated by both
the standard U.S. model and midlatitude summer
models. The Rayleigh model, by definition, as-
sumed that there was no atmospheric water vapor
absorption.

2
P

th and without

grams generated lor each band from a TM quar-
ter-scene, covering a 90 ki x 90 km area on the
ground. Histograms were characterized by a grad.
ual increase in the number of pixels starting at
some nonzero DC values. The lower-bound of the
histogram (or “dark object’) was assumed o be
indicative of the amount of upwelling path radi-
ance in that band. The surface reflectance of the
dark object was assumed to be 0.01 for all scenes
and all bands, based on computations using the
Herman-Browning code with on-site measure-
ments of optical depth. Thus, the path radiance
was assumcd to be the dark-object radiance minus
the radiance contvibuted bv 601 suwface re-
flectance.

These path radiance values were then used to
do a dark-object subtraction correction. That is,
pe was computed using Eq. (3), where Loy was
estimated from the lower bound of the image
histogram, the transmittances along the viewing
and solar paths were assumed to be 1 (7, =7, =
1.0), and the downwelling atmospheric irradiance
(Eas) was assumed to be 0.

Two other image-based procedures were ex-
plored, a simple method based on Lowtran7 and
a more complex procedure based on 58. Both
methods used the histogram lower-bound to esti-
mate Ly, and, as suggested by Ahern et al. (1977),
2 radiative transfer code ver need o infer » 7,
and Fu. and compute surinc o rellectance.

For the Lowtran7-based method, the image-
based estimates of Lany were used to select the
most appropriate atmospheric model from the
selections offered by the Lowtran7 code. Then,
rather than use Eq. (3) to solve for surface re-
flectance, p,, was computed directly from at-satel-
lite radiance (L,») using the Lowtran7 code with
the simulated atmosphere. For example, values of
Ly computed using the Lowtran7 code were
compared with those estimated using the dark
object (Table 7) to select the most suitable Low-
tran7 model. Using TM1 as the basis for model
selection, according to Table 7, the standard U.S.
model would be most appropriate for both 21
April and 24 June.

For the 5S-based method, the 5§ code was
used iteratively to find the aercsol optical depth
corresponding to the path reflectance (including
intrinsic atmospheric and surround contributions)
obtained {rom the dark target in sach TM spectral

band. The resulting ae:

subsequently used in 58 runs
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Figure 1. A comparison of the Lowiran?7 Ray-
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b) air temperature, znd ¢) relative humidity on
23 ‘ﬁﬂy 1985. The arrows (pointing to the solid
triangles) designate the on-site measurements of
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Tabie 7. Values of TM1 Upwelling Path Radiance
(‘W sa"?sr7Y) on 21 April 1988 and 24 June 1986,
Using the Dark-Object Method and the Lowtran7
Code with Three Simulated Atmospheres

21 April 24 June
Larr Lape
Lowtran7
Rayleigh 2.005 2.071
Standard U.S. 2.450 2.519
Midlatitude summer 2.845 2.921
Dark object 2.249 2.701

es for the soil and vegetation cases. In
, a continental aerosol and a midlatitude
a mosphenc profile were assumed.

summer

ESULTS AND DISCUSSION

In order to compare the simplified correction
procedures with those based on optical depth
measurements, the root mean squared (RMS) er-
ror and mean difference (4,) of satellite-derived
estimates of surface reflectance were computed
for each procedure. The RMS error is the standard
deviation of the difference between the satellite-
based estimates and aircraft-based measurements
of surface reflectance. This statistic is helpful in
.:ssing the absolute error associated with each
metho&‘ The A, is the average of the differences
between the satellite-based estimates and air-
craft-based measurements of surface reflectance.
Though A,. underestimates the overall error when
positive and negative differences are averaged, it
is useful in distinguishing whether the method
was over- or undercorrecting the satellite data.

RMS Error of Satellite-Based Reflectance
Factor Retrieval

RMS error was computed for each correction
method based on reflectance data for the two
ground targets, four spectral bands, and seven
acquisition dates listed in Table 4. The RMS error
of reflectance corrected using the Herman-Brown-
ing and 58 radiative transfer codes with on-site
measurements of spectral optical depth was nearly
70% less than for uncorrected data (Fig. 2&) The
RBMS errors of satellite-based reflectance factors
i 12 refleciance, and the

e were not significantly

dn

e e

different. The small creor associated with re-
flectance factor retrieval could be atiributed in
part to errors in the satelhite calibration, the vadia
tive transler equations, the ground-based mea-
surements of optical depth and the aireraft-based
measurements of surface reflectance, and the un.
known influence of the adjacency effect.

The Lowtran7 code based on simulated atmo-
spheres produced variable results depending on
the suitability of the atmospheric model (FFig. 2b).
For example, when the Lowtran7 Rayleigh model
(L.-R) was appli(*d without accounting for water

vapor abrorption, the RMS error of p, estimatgs

was grmtm than 6.02. However, when more com-

plex models were chosen (accounting for water
vapor absorption and aerosol scattering), the Low-
tran7 code produced results substantially better
than the uncorrected values and comparable to
the RMS errors presented in Figure 2a. In all
cases, the use of radiative transfer codes with
simulated atmospheres improved the satellite-
derived estimates of reflectance.

The dark-object subtraction method theoreti-
cally accounts for the additive effect of atmo-
spheric path radiance. For this data set, the
method (DOS in Fig. 2¢) resulted in RMS error
similar to that for the uncorrected data. A varia-
tion on the DOS technique, proposed by Chavez
(1988, was alses applied to the dote but results
were not sigmacantly improved. Unis inaccaracy
was due to the DOS assumptions that 7., = 7.,
= 1.0 and Es = 0.0. The ervor in surface reflectance
estimation associated with the assumption that
atmospheric transmittance is 1 [according to Eq.
(3)] would be on the order of 1/(7,,7,,). Likewise,
the assmption that E; = 0.0 can cause consider-
able error in reflectance estimates. For example,
downwelling spectral radiance (Lay) can be as
large as 25% of L,, even for relatively clear
atmospheres (Biggar, 1990). On the other hand,
there was relatively good agreement between esti-
mates of Loy based on Lowtran7 code and those
determined from the image histogram.

The image-based correction methods based
on Lowtran7 and 58 codes (55D and L-D in Fig.
2¢) gave results with RMS errors close to 0.015
reflectance. These results were comparable to
those presented in E*lgures 2a and 2b. These re-
sults :ﬂso reaffirmed the 1 9336? "5* it much of the
error associated with the DOS te que was due

io the asgumpﬁons that 7., = 7., = ;.@ and g = 0.0.

e
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It should be reemphasized at this point that these
results are specific to the MAC site, generally
characterized by low to moderate aerosol levels
and low humidity.

A basic assumption of the DOS, 55D, and
L-D methods was that the surface reflectance of
the dark object was 0.01. This assumption was
substantiated using the Herman-Browning RTC
with on-site measurements of optical depth. In
most cases, this sort of verification would not be
possible and the image-based techniques would
have to be applied with a reasonable “guess” about
the dark-object surface reflectance. In order to
assess the sensitivity of this parameter on the
overall accuracy of the correction procedure,
the L-D and 58D methods were reexamined with
the assumption that the dark-obiect surface re-
ctance was 0.02 (8§D2 and L-D2 in Fig. 2¢).
] RMS error of L-D2 was

For this data set, the

)
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Figure 2. Root mean squared (RMS) error of reflectance
factor estimation using a) radiative transfer codes (RTC)
with measured input, b) RTC with simulated input, ¢)
image-based correction methods, with and without use of
an RTC. BMS error was computed for 56 noints: 2 targets
x 4 bands x 7 daes. X-axis iabels are efined in fable 6.

nearly 1.4 times larger than for L-D, increasing
to greater than 0.02 RMS error. Changing the
dark-object reflectance to 0.02 had very little
effect on the RMS error of the 55D method,
probably because the aerosol optical depth was
relatively low. However, it did increase the num-
ber of nonconvergence cases for which aerosol
optical depth was then assumed to be 0.05 at 0.55
pm. Though image-based corrections, such as
5SD and L-D, are attractive due to their simplic-
ity, it may be necessary to have some knowledge
of surface reflectance if accurate results are to be
expected.
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Figure 3. Average reflectance difference (A,) for satellite- and
TM4. A,, was computed for 14 points: 2 targets x 7 dates per

(Fig. 3). The relative influence of scattering on
shorter wavelengths and absorption on longer
wavelengths is apparent in values of A,, for uncor-
rected estimates of surface reflectance (UNC),
where reflectance is greatly overestimated in TM1
and underestimated in TM4. The influences of
scattering and absorption are offset for the inter-
mediate wavelengths, resulting in low A, values
for uncorrected reflectance estimates in TM2 and
TM3.

There are several points that can be inferred
from data presented in Figure 3. First, all the
correction methods worked well for correcting

TM1. The Lowiran7 Rayleigh model (L-R) re-
sulted in 2 slight undercorrection (perhaps due io

e Lowiran7
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the data. Second, all the corrections except DOS
worked well for TM2 and TM3. The A,, was close
to 0.0, indicating very slight over- and undercor-
rections of the original data. Third, nearly all the
methods tended to undercorrect TM4, except the
Lowtran midlatitude summer model. Whether
over- or undercorrected, the A,, was slight for all
models, except the L-R and DOS. Neither L-R
nor DOS account for water vapor and ozone ab-
sorption; thus, these models correct for the small
additive scattering component in TM4 without
considering the larger losses due to absorption.
Statistical analyses using BRMS error and A,
are useful for summarizing results, however, they
end to mask the trends present in the original

. :
data. Seatiergrams of satellite- and aircrafi-based
reflectance factors highlight the bias of the correc-
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tion procedures over the range of surface re-
flectance and spectral bands (Fig. 4). The most
notable aspect of the reflectance data is the ten-
dency for target reflectances to be low in TM1-
TM3 bands and higher in TM4. This is a typical
signature for most vegetated targets. The scat-
tergrams also emphasize three aspects of atmo-
spheric correction. First, for uncorrected satellite
data, scattering increases apparent reflectance in
TM1 and absorption decreases apparent reflectance
in TM4. Second, a weakness of the DOS method
is that it accounts only for path radiance effects,
resulting in decreases in satellite-based re-
flectance over all bands. Third, the application of
RTC-based corrections (such as 1-D and 5SD)
tended to bring the slope of the data closer to 1,
the interceptor closer to 0, and decrease the
overall scatter of the points.

B ———

line and the numbers 1-4 correspond to TM spectral

Is Any Correction Better than None?

There have been suggestions that, for low re-
flectance scenes (roughly 0.0 to 0.1), a Rayleigh
correction or any reasonable correction based on
rough estimates of atmospheric conditions and a
multiple-scattering radiative transfer code would
improve estimates of surface reflectance from
satellite-based data (Hovis, 1985; Slater, 1988).
For the MAC data set (Table 4), the surface re-
flectance factors ranged from approximately 0.02
to 0.65 in TM1-TM4. When the analysis was
limited to the reflectance range of 0.02 to 0.20
(Fig. 5), the BMS errors of nearly all the correc-
tion methods were reduced, resulting in RMS
errors close to 0.01. Over the limited reflectance
range, the DOS procedure resulted in lower error
than uncorrected values, unlike the results over
the entire reflectance range (Fig. 2¢).
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Figure 5. Root mean squared (RMS) error of reflectance
factor estimation for data limited to surface reflectances
< 0.20, using all correction methods. RMS error was com-
puted for 42 points, mostly within the visible spectrum.
X-axis labels are defined in Table 6.

Unfortunately, by limiting the reflectance range
to <0.20, nearly all the near-IR data (TM4) were
eliminated. Thus, the general improvement in
correction results may be attributed to 1) the
larger Rayleigh contribution (relative to the aero-
sol contribution) and the accurately determined
Rayleigh correction at short wavelengths and low
reflectances and 2) the avoidance of witer vapor
absorption in this waveicagth range. Referring to
Figure 3, it is apparent that the Rayleigh-only
correction (L-R) is most effective for TM1-TM3,
due to the relative spectral contributions of Ray-
leigh and aerosol scattering in this wavelength

range.

CONCLUDING REMARKS

Overall, these results emphasized the importance
of using multiple-scattering radiative transfer
codes for retrieval of surface reflectance and radi-
ance from satellite-based sensors. They also stress
the importance of selecting a correction method
to suit the selected spectral bands and geographic
location. For example, the dark-object subtraction
technique is appropriate for correction of TM1,
where attenuation is primarily due to scattering.
For TM4, scattering is minimal, and absorption
by water vapor is dominant; thus dark-object sub-
traction and simple Rayleigh corrections can pro-

3 Iy - . i, 25 PRrY Kl
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On the other hand, the three radiative transfer
codes (RTCs) tested in this analysis were all suc-
cessful in reducing the overall ervor of reflectance
estimation. As expected, combining BTCs with
on-site atmospheric optical depth measurements
produced the most accurate estimates of surface
reflectance, but RTCs with reasonable estimates
of atmospheric conditions were surprisingly suc-
cessful. When care was taken to choose appro-
priate models for water vapor and acrosol profiles,
surface reflectance was evaluated to within 4 0.02
reflectance (1 ¢ HMS), '

Aw atiempt was made o combing the image-
based nature of the DOS itechnique with . the
accuracy of & radiative transler code [based on
work by Ahern et al. (1977)]. Using the histogram
lower bound to provide information about atmo-
spheric conditions, the Lowtran7 and 58 codes
were used to compute surface reflectance from
at-satellite radiance to within 4 0.015. However,
these methods showed some sensitivity to the
assumption of dark-object surface reflectance, im-
plying that knowledge of the dark-object re-
flectance is necessary for proper application of
the methods.

Finally, it should be emphasized that these
results were site-specific since they were achieved
under relatively clear, dry conditions in central
Arizona. Ihothermaore, though the 920 folde
were relatively large (0.27 km>< ;.6 km) and
highly uniform within field boundaries, the Mari-
copa area is characterized by finite fields of vari-
able reflectance. This could lead to inherent er-
rors in retrieval of surface reflectance factors from
satellite-based digital data due to the combined
effects of turbidity, background reflectance, and
field size (Kaufman and Fraser, 1984).
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