
BIAS OF SELECTED COEFFICIENTS IN STEPWISE REGRESSION

Leonard J. Lane, Agricultural Research Service

Duane L. Dietrich, University of Arizona

U.S. D-:r'.--.: ; ■

For C;ficiai

ABSTRACT

The object of this experiment is to determine

the sampling properties of the statistics assoc

iated with a multiple linear regression equation

as they are influenced by the stepwise selection

procedure. The experiment involved generating a

large number of observations using known rela

tionships and then performing regression analyses

on a large number of samples of varying sizes.

Since all of the assumptions underlying regres

sion theory were satisfied in the generating pro

cess, any anomalies in the derived equations not

directly related to sampling error can be as
cribed to the stepwise procedure. Results of the

analyses are quite surprising in terms of the ac

curacy with which the regression coefficients

were estimated: some of the estimated coeffi

cients were more than twice the magnitude of

their population values. The existence of a

heretofore unknown bias in the "significant" es

timated coefficients is demonstrated and ex

plained in terms of distribution theory resulting

from the normality assumption and the application

of the stepwise procedure.

INTRODUCTION

Selection of the best multiple linear regres

sion equation from a specified set of variables

has been a problem of interest for some time.

Draper and Smith [1] list six methods of select

ing the best regression equation: (1) all pos
sible regressions, (2) backward elimination, (3)
forward selection, (4) stepwise regression, (5)

variations on the previous methods, and (6)
stagewise regression. Draper and Smith then re

commend No. 4, the stepwise regression procedure,

as the best of the procedures discussed. In all

six methods the central F-distribution is used as

a selection criterion.

Pope and Webster [4] considered the use of
the F-statistic in determining the independent

variables to be included and in making statements

of significance. They conclude that the major

problem with using the central F-distribution is

that since the assumptions are not met, tradi-

dionai probability statements and significance

levels are incorrect. In their words, "The one

major disadvantage is that no probability is

available that gives any measure of goodness to

this procedure of selecting the subset of inde

pendent variables." (p. 339)
This paper lists additional problems associ

ated with the stepwise procedure and discusses
their origin. The primary result of this re

search is the discovery of a heretofore unknown
bias in the estimated coefficients determined by

using the stepwise regression procedure.

THE STEPWISE REGRESSION PROCEDURE

The multiple linear regression program

[Huszar (3)] selects entering variables in the
order in which the unexplained variance is re

duced the most with the condition that the enter

ing variable must have a computed F-level larger
than a critical value. After each step the pro
gram then tests to see if all variables in the

equation have F-levels larger than some critical

value, and if not, then that variable with the

F-level below the critical value is removed. The

algorithm continues until a significant (based

upon the critical F-values) equation is deter

mined by considering all independent variables.
The stepwise procedure is explained in more de

tail by Efroymson (2) and Draper and Smith (1).

PROCEDURE

The experiment reported herein requires the

generation of large numbers of observations from

a known multiple linear relation. The generat

ing equation is in the form of Equation 1:

Y = Xs + e (1)

where

Y is an (nxl) vector of observations on the
dependent variable,

X is an (nxp) matrix of the independent
variables,

6 is a (pxl) vector of coefficients,
e is an (nxl) vector of errors,

n is the number of observations, and

p is the number of independent variables

plus one, k + 1.

Assumptions for Equation 1 are that the independ

ent variables are independent and known without

error, that observations on the dependent vari

able are uncorrelated random events, that the re

siduals (actual minus predicted Y) are not seri
ally correlated, and that random components or

errors are normally distributed with zero mean

and constant variance.

In this experiment there were six independ

ent variables simulated as six uniform variables

using the pseudo-random numbers generator on the

computer. The normally distributed random com

ponent was generated by a subroutine using New

ton's method for finding the roots of a differ-

entiable function defined as the difference be

tween a uniform variable and the cumulative dis

tribution function for a standard normal varia

ble.
An F-value of 4.0 was chosen for entering and

removing variables. This corresponds to about a

5% significance level for large (n > 30) samples
and is a liberal criterion for small samples.
Small subsamples from the large number of obser

vations on Equation 1 were taken and multiple

linear regression analyses were performed on the
subsamples. This allowed determination of the

sampling properties of the regression coeffi
cients with the F-level entrance and removal
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criteria.

The next step was to compute, using distri

bution theory based upon the normality assump

tion, the theoretical values of the statistics

associated with the specified regression equa

tions. These values are then compared to the

sample or derived values and an attempt was made

to account for any "serious" differences in terms

of the stepwise procedure, since all assumptions

have been satisfied. In this manner the effec

tiveness of the stepwise procedure in screening

independent variables was determined.

RESULTS AND DATA

The experiment is divided into four main

parts depending upon the size of the variance of

the random component, e, in Equation 1. Values

of the variance of c Var(e) or o2^ were 8/3,

2/3, 1/6, and 1/24, a range of 64:1. In each

part of the experiment 100 samples of size 20,

50, and 100 were selected for each of the vari

ance levels. In all cases, there were six in

dependent variables. Specified values used in

generating the 40,000 observations on Equation 1

are shown in Table 1. The experiment is designed

so that the order of entry of the variable should

be X3 & x6, X2 & X5, and then Xj & XM, where

either variable within each pair is equally like

ly-
Data from the three sampling schemes and the

four variance levels are summarized in Tables 2,

3, 4, and 5. These tables show how often each

variable was judged significant and the mean and

standard deviations of the selected coefficients.

Each of the tables corresponds to a different

variance level of the random component. Notice

that in some cases there are relatively large

differences between the mean values of the selec

ted coefficients and their population values.

The results of the selection procedure are

summarized in Table 6 which gives the frequency

of selection for each of the seven possible out

comes. The selection procedure could judge from

zero to six of the six independent variables as

significant. Notice that for the smallest sample

size, when the error level is high few of the

"significant" equations contain all six varia

bles. However, when the error level is low

(°5 y = V24) virtually all of the equations con-
y • a

tained all six variables.

BIAS IN ESTIMATED COEFFICIENTS

The estimated coefficients, bt , have expec

ted value B- and variance estimated as
J

(2)

2 2
where S is an estimate of o , calculated

y"x y'X

as the sum of squares of actual minus predicted

y, divided by the n-k-1 residual degrees of free-

dom. The denominator, (X
1J

- X )' is the

i l

sum of squares of the jth_ independent variable

about its mean. Hypothesis tests concerning b.
are then made using: J

t = (b. - 6.) / Sb_ (3)

with n-k-1 degrees of freedom. A variable was
selected if its computed F-value was greater
than or equal to 4.0. This is equivalent to

|t| = 2.0 in Equation 3. Under the null hypo
thesis 6. = 0 and the variable is selected for

inclusion in the regression equation if |t| >

2.0. Thus, only the relatively larger (absolute)
values of b. are judged "significant" and in

cluded in the equation. For this reason, aver

age values of the selected coefficients are bi

ased toward the larger (absolute) values, and do
not have expected values of 8.. As calculated,

the individual estimated values are not biased,

however, as some of the estimated coefficients
are judged non-significant those remaining as
significant are the "larger" values.
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Table 2. Frequency of selection, mean observed values, and speci
fied values of the regression coefficients. Based on 100

samples of various sizes, oj - 8/3.

100 samples of size 20b

to
oo

Frequency of Selection

Observed

Specified

Mean Values

Selected

Specified

Standard Deviation

Selected

Specified

0.11

0.12

0.26

0.33

0.45

0.62

0.07

0.12

0.22

0.33

0.52

0.62

-2.76 -3.51 -3.97 2.26

-1.00 -2.00 -3.00 1.00

3.66 4.10

2.00 3.00

2.14 0.85 1.26 1.97 0.89 1.60

1.30 1.30 1.30 1.30 1.30 1.30

100 samples of size 50

Frequency of Selection

Observed

Specified

Ijean Values

Selected

Specified

Standard Deviation

Selected

Specified

0.

0.

18

23

0

0

.64

.68

0.

0.

90

96

0.

0.

23

23

0.

0.

5b

68

0

0

.89

.96

-2.08 -2.40 -3.16

-1.00 -2.00 -3.00

0.50 0.60 0.78

0.81 0.81 0.81

1.94 2.60 3.17

1.00 2.00 3.00

1.08 0.57 0.81

0.81 0.81 0.81

100 samples of size 100 b

Frequency of Selection

Observed

5

Specified

Mean Values

Selected

Specified

Standard Deviation

Selected

Specified

0.38 0.96 1.00 0.38 0.89 1.00

0.40 0.93 1.00 0.40 0.93 1.00

■1.67 -2.03 -2.99

•1.00 -2.00 -3.00
1.65 2.07 3.0d

1.00 2.00 3.00

0.41 0.57 0.61 0.33 0.48 0.63

0.57 0.57 0.57 0.57 0.57 0.57

Table 3. Frequency of selection, mean observed values, and speci

fied values of the regression coefficients. Based on 100
samples of various sizes, a2 = 2/3.

y *x

100 samples of size 50 b

100 samples of size 20 b

Frequency of Selection

Observed

Specified

Mean Values

Selected

Specified

Standard Deviation

Selected

Specified

0.26

0.31

0,59

0.86

0.82

0.99

0.19

0.31

0.48

0.86

0.7b

0.99

•1.93 -2.58 -3.03

■1.00 -2.00 -3.00

1.70 2.33 3.23

1.00 2.00 3.00

1.16 0.72 0.93 1.35 0.72 0.93
0.65 0.65 0.65 0.65 0.65 0.65

Frequency of Selection

Observed 0.64 1.00 1.00

Specified 0.68 0.99 1.00

Mean Values

Selected

Specified

Standard Deviation

Selected 0.37 0.46 0.44

Specified 0.40 0.40 0.40

-1.30 -2.02 -3.03

-1,00 -2.00 -3.00

0.67

0.68

1.33

1.00

0.37

0.40

0.98

0.99

1.95

2.00

0.42

0.40

1.00

1.00

3.02

3.00

0.46

0.40

100 samples of size 100 b1 BT bT~

Frequency of Selection

Observed 0.91 1.00 1.00

Specified 0.98 1.00 1.00

ilean Values

Selected

Specified

Standard Deviation

Selected 0.27 0.30 0.28

Specified 0.28 0.28 0.28

-1.06 -2.01 -2.99

-1.00 -2.00 -3.00

0.94

0.98

1.07

1.00

0.26

0.28

,00

.00

98

00

0.29

0.28

1.00

1.00

3.02

3.00

0.29

0.28



Table 4. Frequency of selection, mean observed values

fied values of the regression coefficients.

samples of various sizes, o^ = 1/6.
y *x

100 samples of size 20

Frequency of Selection

Observed

Specified

Mean Values

Selected

Specified

Standard Deviation

Selected

Specified

Table 5. Frequency of

fied values <

samples of v<

■

100 samples of size 20

Frequency of Selection

Observed

Specified

Mean Values

Selected

Specified

Standard Deviation

Selected

Specified

bl

0.60

0.86

-1.29

-1.00

0.38

0.32

b2

0.90

1.00

-2.05

-2.00

0.46

0.32

b3

0.93

1.00

-3.04

-3.00

0.47

0.32

b4

0.59

0.86

1.21

1.00

0.34

0.32

b

0.

1.

1.

2.

0.

0.

'5

85

00

97

00

44

32

selection, mean observed values

>f the regression coefficients,

irious sizes, a* = 1/24.
y *x

bl b2

0.97 0.98

0.999 1.00

-1.03

-1.00

0.27

0.16

-1.99

-2.00

0.21

0.16

b3

0.98

1.00

-3.02

-3.00

0.21

0.16

"4

0.96

0.999

0.99

1.00

0.19

0.16

1

0

1

2

2

0

0

>5

.97

.00

.02

.00

.20

.16

, and speci-

Based on 100

b6

0.95

1.00

3.04

3.00

0.54

0.32

>, and speci-

Based on 100

b6

0.98

1.00

2.99

3.00

0.26

0.16

100 samples of size 50

Frequency of Selection

Observed

Specified

Mean Values

Selected

Specified

Standard Deviation

Selected

Specified

100 samples of size 10C

Frequency of Selection

Observed

Specified

Mean Values

Selected

Specified

Standard Deviation

Selected

Specified

100 samples of size 50

Frequency of Selection

Observed

Specified

Mean Values

Selected

Specified

Standard Deviation

Selected

Specified

bl

.99

.998

-1.06

-1.00

0.22

0.20

1 b1

1.00

1.00

-1.02

-1.00

0.15

0.14

bl

1.00

1.00

-1.00

-1.00

0,11

0.10

100 samples of size 100 bj

Frequency of Selection

Observed

Specified

Mean Values

Selected

Specified

Standard Deviation

Selected

Specified

1.00

1.00

-1.00

-1.00

0.08

0.07

b2

1.00

1.00

-2.02

-2.00

0.23

0.20

b?

1.00

1.00

-2.01

-2.00

0.16

0.14

b2

1.00

1.00

-2.00

-2.00

0.10

0.10

b2

1.00

1.00

-2.00

-2.00

0.07

0.07

b3

1.00

1.00

-3.01

-3.00

0.21

0.20

b3

1.00

1.00

-3.01

-3.00

0.16

0.14

b3

1.00

1.00

-2.99

-3.00

0.10

0.10

b3

1.00
1.00

-2.99

-3.00

0.07

0.07

b4

1.00

.998

1.02

1.00

0.23

0.20

b4

1.00

1.00

1.02

1.00

0.14

0.14

b4

1.00

1.00

0.99

1.00

0.10

0.10

b4

1.00

1.00

1.00

1.00

0.07

0,07

b5

1.00

1.00

1.96

2.00

0.23

0.20

b5

1.00

1.00

1.97

2.00

0.14

0.14

b5

1.00

1.00

2.00

2.00

0.11
0.10

b5

1.00

1.00

2.00

2.00

0.08

0.07

~1

1

1

3

3

0

0

1

1

1

3

3

0

0

1

1

3

3

0

0

1

1

2

3

0

0

>6

.00

.00

.02

.00

.23

.20

b6

.00

.00

.03

.00

.15

.14

b6

.00

.00

.00

.00

.12

.10

b6

.00

.00

.99

.00

.12

.07



Table 6. Number of times a given number of var
iables were included in equation, 100
samples of varying sizes.

Sample

Size

20

50

100

20

50

100

20

50

100

20

50

100

c2 x
yx

8/3

8/3

8/3

2/3

2/3

2/3

1/6

1/6

1/6

1/24

1/24

1/24

0

13

0

0

1

0

0

1

0

0

1

0

0

Given

1

40

3

0

13

0

0

5

0

0

1

0

0

Number

2

26

16

0

16

0

0

3

0

0

0

0

0

3

15

33

9

31

0

0

5

0

0

1

0

0

of

4

5

34

37

26

15

0

14

0

0

1

0

0

Variables

5

1

12

38

11

41

15

32

1

0

0

0

0

6

0

2

16

2

44

85

40

99

100

96

100

100

EXAMPLE

As stated in section 3, the standard assump

tions were satisfied in generating a large num

ber of observations on

100.0 - 1.00X1 - 2.00X2 - 3.00X3

- 1.00X4 + 2.00X5 3.00X6 (4)

where e is normally distributed with zero expec

tation and variance o2 . The data were, broken

into 4 parts of 10,000 observations each, depend

ing on the variance level of the random compo

nent. Each X. has variance 1/12 and the 4 vari

ances of e were 8/3, 2/3, 1/6, and 1/24. The ex

periment consisted of performing 100 regression

analyses with samples of size 20, 50, and 100 for

each of the 4 variance levels.

The estimated coefficients were biased as de

scribed earlier with the bias more pronounced for

the smaller sample sizes with higher variances

for the random components. For example, the av

erage values of the 6 estimated coefficients for

100 samples of size 20 with o2 = 8/3 were:

Y = 99.9 - 2.76X, - 3.51X2 - 3.97X3

+ 2.26X- + 3.66XC + 4.10X, (5)

The degree of bias is found by comparing this e-

quation with Equation 4. In contrast, for 100

samples of size 20 with o2 = 1/24 the "average"
values were: "

Y = 100.0 - 1.03X] - 1.99X2 - 3.02X3

+ 0.99X4 + 2.02X5 - 2.99X6

Again, the bias is due to including the larger

absolute valued estimates of the coefficients
and excluding the smaller absolute valued esti
mates. As an example, the "average" value of b,
in Equation 5 is based on only 12 of the larg-
est absolute values while corresponding value in
Equation 6 is based on 97 of the largest absolute
values of the 100 estimates.

SUMMARY

The stepwise regression procedure can be used
to select the "best" regression equation from a
specified set of independent variables. However,
the selection criteria used in the stepwise pro
cedure produces bias in the selected coeffi
cients.

Data were generated according to a pre-speci-

fied multiple linear equation, and regression
analyses were performed on subsets of those data.

Comparison of the parameters and their estimators
allows an evaluation of the stepwise procedure.
For small sample sizes and large error levels,
few of the derived equations contained all of the

six independent variables. Furthermore, mean
values of the estimated regression coefficients
were biased.

Bias in the estimated coefficients is due to
the selection criteria used in the stepwise pro

cedure. Examples using synthetic data from

known linear relations show that there can be a

high degree of bias in the estimated coeffi
cients.
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