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nature of recharge which often occurs in pulses of relatively short duration,
lasting from several hours to several days (Zimmerman et al., 1966, 1967).

In many studies, surface infiltration and stream losses are equated with
recharge. It is important to recognize, however, that the fate of the waters
which have infiltrated underground is determined by the saturatedf
unsaturated flow regime prevailing above the regional water table. Only that
water which actually reaches the water table, and in this way becomes part of
the saturated zone, should be considered as recharge. Since not all the water
infiltrated reaches the water table, the volume and rate of the water table
recharge are generally less than those of infiltration. In addition to these
numerical differences between water table recharge and infiltration, the
former lags in time behind the latter due to travel through the vadose zone.
This time lag may be short (hours, days, weeks) if the water table is situated at
relatively shallow depths, or long (months or years) if the water table is deep
or overlain by low-permeability strata.

PREVIOUS WORK

Models that compute recharge by equating it to infiltration at the soil
surface, including stream beds, in response to rainfall, irrigation, and stream
flow, abound in the literature. Examples can be found in the works of Eakin
(1966), Feth et al. (1966), Briggs and Werho (1966), Burkham (1970), Rantz and
Eakin (1971), Belan (1972), Mazor et al. (1974), Schick (1977), Ben-Asher (1978),
Durbin et al. (1978), Kafri and Ben-Asher (1978), Howard and Lloyd (1979), and
others. Of particular interest for recharge from ephemeral stream losses in the
arid southern United States are the studies of Matlock (1865), Marsh (19868) and
Keith (1981). ‘

Surface and stream infiltration represent gross input of water into the
subsurface, initiating the water-table recharge process. For the computation of
net input, one needs to transform the infiltration into volumes or rates of deep
percolation beneath the root zone, including the root zone of phreatophyets
near streams and washes. Methods for effecting such a transformation have
been described by numerous authors including Thornwaite and Mather (1957),
Mero (1963, 1978), Walker (1970), Olmsted et al. (1973), Bos and Nugteren (1974),
Heerman and Kincaid (1974), Wind and Van Doorne (1975), King and Lambert
(1976), Hillel (1977), Tanj (1977), Wilmot (1977) and Karmeli et al. (1978). While
some of these methods may work well in humid regions, their applicability to
arid and semiarid conditions is in question.

Deep percolation may be regarded as net input of water into the vadose zone.
Most or all of this water will ultimately reach the water table in the form of
groundwater recharge. When the time delay involved in the flow through the
vadose zone is significant, its effect on the computation of recharge must be
considered. A rigorous approach to the problem of routing water through the
vadose zone, starting directly beneath the root zone and ending at the ground-
water table, would require the solution of highly nonlinear differential
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equations describing unsaturated flow in soils (e.g. Richard’s equation). Such
an approach, however, is not feasible for basin.wide recharge studies.
Simplified models tailored specifically for such studies have been proposed by
Mero (1963, 1978), King and Lambert (1976) and Besbes et al. (1978).

Among the most readily available hydrologic data that could be used to
estimate groundwater recharge in arid and semiarid regions are streamfiow
records and hydrographs of nearby wells. Very often, the fluctuation of water
levels in wells situated close to streams reflects fluctuation in the rate of
recharge as well as the rate of deep percolation beneath the stream. The idea
of using groundwater level fluctuation as an indicator of recharge dates back
to the early works of Jacob (1943, 1944). Various methods based on this idea
have been discussed by Wilson and DeCook (1968), Matlock (1970), Moench and
Kisiel (1970) Venetis (1971), Matlock and Davis (1972), Gelhar (1974), Besbes et
al. (1978), Duffy et al. (1978) and Flug et al. (1980). When streamflow infiltration
is the main source of recharge some of these methods may yield acceptable
results. However, none of the techniques mentioned thus far are able to deal
with situations where the relative importance of various potential recharge
sources is unknown,

In this work we are interested in developing a methodology for the identifi-
cation and quantification of multiple recharge sources. In other words, we are
interested in identifying the major mechanisms of recharge in a given basin,
the spatial distribution of recharge sources, 2nd the relative as well as absolute
strength of each such source. Under certain conditions this can be accom-
plished by solving the so-called "inverse problem” of aquifer hvdrology, i.e., by
treating recharge as an unknown parameter in a numerical aquifer iow model
(Carrera and Neuman, 1986a.b,c). However, hvdrologic data for such an
analysis are not always available. On the other hand, information about
groundwater chemistry and environmental isotopes can often be collected
rapidly and at relatively small expense. We wish to examine the degree to
which such data can be used to estimate recharge.

In the past, hydrologists have used chemical and isotopic data for recharge
studies primarily in a qualitative sense. Environmental isotopes played a
dominant role in such studies, as exemplified by the works of Verhagen et al.
(1970, 1978), Gat and Dansgaard (1972), Blake et al. (1973), Bredenkamp et al.
(1974), Mazor et al. (1974), Yurtsever and Payne (1978), Shampine et al. (1979),
Levin et al. (1980), Issar and Gat (1981), Issar and Gilad (1982), Mazor (1982) and
Issar (1983). In some studies, tritium was used to obtain quantitative estimates
of recharge (Zimmerman et al., 1966; Zimmerman et al., 1967; Dincer et al., 1974;
Bredenkamp et al., 1974; Vogel et al., 1974). More recent attempts to extract
quantitative information about recharge from hydrochemical data often rely
on statistical analyses. As an example, Lawrence and Upchurch (1982) use
factor analysis to identify the recharge source for certain groups of dissolved
chemical species in an aquifer. In all such works, the authors either evaluate
the magnitude of a given recharge source, or evaluate the potential of recharge
without providing quantitative estimates of recharge rates.



"pauyap [[om aq
utseq ay3 UtYjim pue ‘Jo Ino ‘ojur u1aled Moy ay3 38yy £1855809U SI 91 ‘suoenba
aduBleq SSBW 9Y3 UL sjuauoduwiod moy ay3 {[8 Spn[dUl 0} J9pI0 UL ‘adUly

) YO = ™5 pus ‘P = ™y

L4830 U3y ‘™Y 2juL Y3 I8 w [[30 OJul MY WL AYI JR U
1190 woxj 3utmoy st 1938 J ¢ Jo L31sozod ays st ¢ pus 3y Juwnp u ug y Jo uory
“BI3USDUO0D 8Y3 Uy aduwyd aY3 s1 ™) ‘u apisut satoads Y3y ay3 JO UOTIBIIUSIUOD
ade1aaB ay) st ) ‘™Y 9181 943 I8 U [[30 03Ul SULIUS SIAIBM 3Y) UL JUANINSUOD
[eo1wayo 10 9d0j0st Y3y 9Y3 JO 7Y 1940 UOIIBIIUIIUOCD 8T BIdA8 3} SU 5 aday

uq AW N e w b
"oy #4 = "0 L0 -"9"0 %
r i

1SB UILIM 918 [[3D 3u 3Y3 UL 5310ads [BDIWAYD 3A1IBAIISUOD Y3 J0] SUOLssaIdxa
adue(eq sseW 9y} ‘[[32 YoBa UIyjtm Surxiw a39tdwod Jo uorydwnsss ay3 03 ang
"PIal4 oyroads Sutpuodsaliod ays st “g pue {22 ay3 Jo Bam
[BIU0ZWIOY 343 St I 313Ym “SUy = G ‘([0 2y} Sass0Id 9[qe] 191BM B J1 ed3vims
dytoads s)1 st /g puB u JO AWN[OA PIIBINIBS aY} ST Y| 219Um "Gy = ‘s ‘s1qm
1918M B U[BIUOD 30U SIOP [[29 3Y3 JT *[[50 aY3 Jo £3roedw0 33R103S 93 51 'S adaqm

*(3)~(1) "suba uy 3unrsadde swauodmon moy Jutmoys s[30 Jo uoBMIYUOd INBWAGSG ‘T 31

(€=t) tun
A T
:u:_col_llv\l\W “ TQ\ vnmuw:cc
f
L
LT~
ﬁ—u.\uLﬂlO

=
OIuLs) IR

9T

e

M ek X
! ‘HV fm 5
‘St 1[92 sty3 105 uonivnba adue(eq 1238m 31 UsY) 7Y JuULINp U [[90 UIYILM praY
otmeap4y ut adueyd adesaar 33 st “y J] *(1 *814) 1v Suunp ‘snusae adreyosip
¥ 3y3 y3noays ‘u Jo IO 9BI MOY JLIIBWN[OA 3FBIOAB 3YT 3q ) 13[ pue 4y
‘[BA3IUL W] 31310SIP ¥ BUIND 92INOS Y37 Y3 WOIJ ¥ 0IUT 1B MO} ILIAUN[OA
9deiaar ayj juesaadaz @ 39 ‘sanuaar jussagp ‘p yInoly Indoo uws u
1192 wouy 231ry2s{p ‘A[IB[IWIG "S30MNOS JUIIIYLP *7 WL} PBALISP 9G UBD ‘U ‘82
uaald Lur ojut mofg ‘adm[d aye} 03 paumsss st Jurxiw 19{dwod YoIyMm Jo youvs
UIYILA S[[3D 3722081p N 03Ul PAPLALD ST 195InbE 8y} ‘ydoeozdde [[90 Burxiur ® uy

A¥O3HL

‘'BUOZILY UJISYINOS
ut £3[{ep BdiBABIY 3Y} WO BIBp [B3X 0} [opOwWr 3y} Jo uonredrdde us aqLIdSsp
uBWNaN pue Iepy ‘eiBp ayj uo pasodurradns SI0.1d WOpPUEBI 0} £ANISUIS
$31 sauturex3 puw eIBp d133YIuls 0y Ppow aqy sat[dde aaded siyy ‘wreadosd
oneipenb oYy ul jy3em jlews £[qeins B paudisse 1o papas3aisip layyte
a4e 359) sty3 ssed J0U Op YOIgMm SIUANIIISUCY "4DALYM S8 YONS [apow wmaqy
-[inba [BoTWRYD ¥ Jo suwaw 4q 1IOLId-B PaISa) SI DALLAIISUOD Ppa1apisuod aq
£BW SIUSNISUOD PAA[OSSIP [ENPLAIPUL YOI 03 da4dap ay3 ‘yoeosdde 1no uf

-‘[9pout Ino ut [[32 3{3uis ¥ 03 snodo[eus Jutaq
13138[ 33 ‘YOBaI J9ALL B OJUI JBI MOPUIL 343 38WSI 0} (386T) “[® 98 J3styjocopm
£q pasn sem yoeoadde tefiuns y °S[[20 snowesa 3y3 ojur 23IBYIAL JO SajBs
umouyun o3 Jurwurerdozd dneipenb 4q Aisnosueynwis paafos aie suotenba
9S9Y, 'S[BIWAYD PAA[0SSIP pue $3d030sT ‘I91BM JO UOHIBAIASUOS 3y} Suissaidxs
U3 LIM 318 SUOHIEND? SouB(Bq-SSBW ‘[[90 BuIXIW YoBa 104 ‘(861 ‘uosdung pue
Burdwe) 9267 ‘UINSHIN( PuB UoSAWIS) SI3{I0M-00 pUB uosdung jo yoeoidde
[[32 3uixuw ay3 woly s3at1ap eapl sty], "Suixtwr s13dwod oSispun 03 paumsse
318 SIUIMIIISUOD PIA[OSSIp pur $2d0jOSt 9Y3 YIIYM UIYILM S{[32 Oul PaplaTp
St Jajinbe 3y} ‘[Ppow N0 uj "umowy A{100d 10 UMOUNUN a8 J3}MbE 2y} JO SO
-SW1310RIRYD 1I0dSUR) PUB OINERIPAY 3] SISYM SUOHIPUOI 1spun 9d1eydax Jo
UOBUINISS Y] JOf [apOW [Bd1IBWaYIBW B JUasad am ‘siaded Jo satias styj uy

HYOM INISTdd 40 3d00S

"3|qe(ieAE St 1a5inbe ue jo siajemresed yrodsuely pue dineipdy
aY3 Inoqe uohjeurIofut yInoua uaym uonBwIse adieyoal Jof pasn aq ‘ajdound
ut ‘p[nod poyzaw 3y, "sanbtuyds) uoryezimido snowsa yitm paydnod ‘iajinbe
a3 ut Jr0dsuer) 23n[08 JO [POUW [BILISWNU [BUOISUIWIP-0M] € 2ZI[13N £33 ‘Sty3
104 -Jajinbe ue JO UOHIBUINIEIUOCD 2Y) O} PIINQLIIUOD 3ABY IYS1wr J8Y3 S3I.MOS
uonn[{od Jo apnitudewr pue uoneaof 3y3 JutsJryuspt Jo uolzsanb ay) Yitm sjeap
Jdwaize syl “(€861) [8 13 qi[2105) &q pajuasaxd sem uotieayuenb pus uoyes -
“§rauapt ad1nos jo ssodand ayy 105 [apour 1938MPUNOLT [BOIBWSYIBI B OJUT U
-BurIojut [ed(maYd0IpAY pue [BI130[01pLY 2IBI0dI00UL 0} JdWaIE SNOLIBS ¥

¥sT



256

Stream iine
R,
cell boundsry

————e
no fiow boundary

liow Detween cells

=

Hiow BCtOSS BQuiter
boundary

Fig. 2. Schematic flow pattern with cell configuration.

Figure 2 shows a hypothetical example of how a two-dimensional flow region
could be divided into a number (in this case 7) of mixing cells and how the cell
geometry affects the number of flow components associated with each cell. In
this schematic aquifer, outfiow from one cell (say 3) may become inflow into two
cells (say 4 and 5), and two cells (say 3 and 4) or more may contribute infiows
into a single cell (say 5).

When one works with real data, one should not expect the mass balance
eqns. (1) and (2) to be closed, as both the model and data are subject to various
errors. The water balance expression (1) may not close due to errors in the
measurement and/or averaging of @, S and AH. The chemical balance eqn. (2)
may not close due to sampling and analytical errors in the evaluation of C,
errors in the estimation of @ and ¢, and the high probability that at least some
of the assumptions behind the model may not hold for several of the dissolved
species. These assumptions, we recall, include the conservation of each species
and complete mixing within each cell.

To account for such errors, we replace egns. (1) and (2) by:

1. Jn A Hn
1-21 Qm' - Z-:] Quj - Sl'l F = &, (4)

and:

I, Va
3 CunQu = Cu 3. Qu -~ Vit ACy

i=1 At =

Tny (5)

-
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for every n and k, where ¢, and ¢, represent the mass balance errors associated
with the water and the K species in the nth cell, respectively. Since some of the
Q. and @,; values are known while others are unknown, it is convenient to
designate the known terms by Y,,, Y,; and the unknown terms by X, X, for
inflows and outflows, respectively. We can then write egns. (4) and (3) in the
matrix form as:

Can - Dn = Eu (6)

where X, is a vector of unknowns including X,; and X, C, is a matrix having
K + 1rows (K being the number of species) and as many columns as there are
unknown X terms, D, is a vector of known terms of the length K + 1,and E,
is an unknown vector of errors having a similar length. The components of C,
corresponding to X,; are 1 in the first row (standing for the water-balance
equation) and C,;, otherwise. The components of C, corresponding to X,; are — 1
in the first row and — C,, otherwise. D, is a vector containing the known terms
of inflows, outflows and the flux of each species in each cell. The components
of D, are:

D, = T¥i- LYy - 5200 0

T 7 At

Acnk

At '’
where the summation over i and j involves as many terms as there are known
Y, and Y,; values, respectively. The components of E, are:

E, = ¢, E = Enis k= 123...,.K 9

Plek

D

Bred

= TCuYu - CuXYy - Vadn B =123....K (8)
i 2

The unknown values of X,;, X,; are estimated by minimizing the weighted
sum of squared error terms:

J = § EIWE,) ao

n=l

subject to the cell interface constraints (3), and the nonnegativity constraints:

X; >0 X; >0 an

for all n, i and j. In eqn. (10), T designates transpose and W is a
(K + 1) x (K + 1) matrix of weights. The weights account for whatever prior
knowledge there is about the relative magnitudes of the errors, &, and &.
Ideally, W should be the inverse of the covariance matrix of these errors. Since
in practice little is known about the correlation between these errors we take
W to be diagonal. The manner in which the non-zero elements of W are
assigned will be discussed later.
Substitution of egn. (6) into eqn. (10) yields:

J = ¥ (C.X - DY WCX, - D) a2)
n=l
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Fig. 3. Schematic compartmental squifer used for testing the mathematical algorithm. @ = rate of
inflow (cfs); P = rate of discharge (cfs). :

The minimization of egn, (12), subject to eqns. (3) and (11), is performed by
quadratic programming. We use the Wolfe (1959) algorithm as described in
Hadley (1970). In what follows, we restrict ourselves to steady-state data. This
does not change the form of eqn. (12), but merely eliminates the storage terms
S,AH/At and V,¢,AC,, /At from D,.

MODEL TESTING WITH SYNTHETIC DATA

To test the mathematical model, two sets of synthetic data have been
generated for a hypothetical aquifer divided into four mixing cells. A schematic
representation of the flow regime prevailing during the first test is given in Fig.
3. Recharge into the aquifer derives from eight sources. Discharge occurs at the
outlet from cell IV, and via pumpage from each of the four cells. To generate
the synthetic data, the corresponding recharge and discharge rates were
assigned arbitrary values (consistent with water balance requirements) in cfs,
as indicated in the figure. The concentrations of 14 isotopes and chemical
constituents were assigned to the various components of the model according
to the table in Appendix A. These values, while arbitrarily chosen (so as to
maintain isotopic and chemical balance for each species), are nevertheless in
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TABLE1
Comparison between assigned and calculated inflows obtained with exact data in Test 1
Infiow & & Q@ A Q Qe @ Q Total

Assigned .

inflows (cfs)  0.100 0.050 0.250 0.40 0.050 0.100 0.000 0.250 1.200
Calculated

inflows (cfs) 0.0988 0.0492 0.2537 04001 0.053 0.0977 0.000 0.2470 1.199

accord with actual data from the Aravaipa Valley in southern Arizona to be
presented in Part II. With the flow rates in Fig. 3 and the concentrations in
Appendix A, the error terms in egns. (6) and (10) should be zero, and the
minimization of J in egn. (12) should yield a zero value for the optimum J.
For the purpose of our exercise, we treated the discharge, Q... (see Fig. 3),
and pumpage rates, P, — P, as known terms, and the recharge rates, @, — Q,,
as unknowns. To facilitate convergence of the quadratic program we followed
the approach of Woolhiser et al. (1982) setting the components of the diagonal
weight matrix W,, corresponding to each cell n equal to:
W, = @2, W, = Ca% k =1,238...,K (13)

a1 Alekled

where C,, is the concentration of the kth species at the outlet from the aquifer.
The effect of this weighting scheme is to normalize the balance equations so
they are all expressed on a scale relative to the downstream outflow equations.

TABLE 2

Comparison between assigned and calculated mass flow rates with exact data in Test 1

Ionic and True Estimated Percentage
isotopic species mass inflow mass inflow error
EC 352.654 352.020 0.180
Mg 12.260 12.339 -0.640
Ca 40.278 40.251 0.071
Na 21.165 27161 0.017
K 6.543 6.512 0.477
HCO, 182.869 182.276 0.325
Cl 7240 - 7.215 0.342
NO, 2.082 2.068 0.693
S0, 58.938 59.174 - 0.400
F 0.601 6.608 . —1184
Li 0.017 0.017 1.246
Si 18.525 18.530 -0.025
*H - 81.292 - 81.310 -0.022
®*0 ~10.563 - 10.568 -0.052
Total lbsd=? 3326.1 3331.7 +0.17

* EC is electrical conductivity in mMHO, ionic species are in mg1~?, isotopic species are in %.
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TABLE 3

Comparison between assigned and calculated inflows obtained with exact data in Test 2

infiow Q Q. Q, Q Q Q Q: Q Q Total
Assigned

infiows (cfs) 45.00 7.50 2% 1.50 400 1.50 400 6.00 200 150
Casculated

infiows 1cfs) 330 40 3% 148 ) 1.35 437 630 pat) 58
Infiew QA 9 Qs Q@ Qs Qe Q: Q. Qs Toul
Asngned

infows (cfs) 400 4.00 600 200 2.60 800 200 1.50 200 1336
Caicuiated

infiows (cfs) 387 336 (1] 201 268 £07 208 154 20 11359

The results of this preliminary test are listed in Tables 1 and 2. The computed
flow rates in Table 1 are seen to be very close to the true (assigned) values, the
total water-balance error being only — 9.5 x 1073%. @;, which was assigned a
value of zero, is correctly computed. @ and @, derived from the same source
(carry same isotopic and chemical signature) but contributing to two separate
cells, are also correctly identified. The total isotopic and chemical mass-
balance error in Table 2 i5 0.17%. The errors in Tables 1 and 2 stem essentially
from rounding off and incomplete convergence of the Wolfe algorithm.

In the second test with exact data, the number of unknown flow rates
exceeds the number of isotopic and chemical species by 19 to 14. The test

TABLE 4

Comparison between assigned and calculated mass flow rates obtained with exact data in Test 2

True Estimated Percentage

mass inflow mass inflow error
EC 36.815.94 36,785.62 0.074
Mg 1,019.42 1,019.21 0.021
Ca 4.289.65 4.285.13 0.105
Na 2.211.36 2,211.69 -0.015
K 260.52 260.18 0.130
HCO, 17,984.83 ) 17.987.77 -0.016
Cl 756.67 756.13 0.074
NO, 405.21 408.85 - 065!
$0, 3.570.12 3.562.35 0218
F 60.55 60.41 0.228
Li 1.61 1.58 1.749
Si 1.804.77 1.894.87 - 0.005
‘H - 7.942.92 - 7.933.85 -0.012
*0 -1,049.62 - 1.048.53 0.009
Total 325,133.7 325.326.6 0.0

* Eilectrical conductivity.
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setup is similar to that in Fig. 2 except that now there are four inflows into cell
1 and five into each of cells 2, 3 and 4. The assigned inflows are listed in Table
3, and the assigned concentrations appear in Appendix B. Inflows Q,, Q. Qs
and @,; have identica) isotopes and chemical signatures (they could represent
recharge from winter floods), and so have inflows Q,, Q,. @,, and @,, (which
could represent stream bed infiltration due to summer floods).

Table 3 compares the calculated and assigned inflow rates, and Table 4
juxtaposes the calculated and assigned mass flow rates for the isotopic and
chemical species. Again, the results are seen to be very good, the total water
balance error being 7.8 x 107*%, and the total isotopic and chemical balance
error 0.06%. The two tests show that, as long as the data are precise and the
number of mass balance expressions exceeds the number of unknowns, our
algorithm is able to estimate correctly a number of low components which may
be less or more than the number of isotopic and chemical species entering into
the model.

EFFECT OF ERRORS IN THE DATA

In real field situations the input data zre not known with precision and the
assumptions behind the model are not always satisfied. The model, therefore,
should not be expected to provide precise estimates of fiow rates. To examine
the effect of erroneous input data on the quality of such estimates, we repeated
Test 1 after corrupting our synthetic input data with various levels of uncor-
related Gaussian noise.

The rationale for the particular method used to generate our noise stems
from the assumption that laboratory errors are a major cause of error in
isotopic and hydrochemical analysis. The first step is to generate normal errors
of zero mean and unit variance N, by means of the formula (Box and Muller,
1958, as cited in Bard, 1974):

Neyw = (~2log,, Uy)* cos (2=U},) (14)

where U, and U, are independent random variables drawn from uniform distri-
bution. Next, each “true” C, value entering into the model is transformed into
a noisy concentration Cf according to:

Cl = G 1 + BulNgy) (15)

where f, is a weighting parameter controlling the magnitude of the corrupted
concentration C7 relative to that of the "true” concentration C,. This causes
the errors to increase linearly with concentration in a2 manner similar to that
assumed by Woolhiser et al. (1982). We believe that this is realistic for
laboratory data. When the noise was made independent of concentration, the
Wolfe algorithm at times failed to converge. Woolhiser et al. (1982), in the case
of a single river reach, found that errors in C are more important than errors
in @ when the number of fiow rate equations in the model is less than the
number of chemical balance equations. Since in Test 1 we have a similar
situation, we have not superimposed noise on the assigned values of our flow
rates.

A preliminary test was conducted with 100 noisy C data sets for each of four



262

TABLE 5

Statistics of infiow estimates from 100 realizations of noisy C data with four uniform ff values
assigned to the various species

rooQ @ Q Q. a @ & Q
Assigned (truc) inflows (m's™")

0.1 0.05 0.25 0.40 0.05 0.10 0.00 0.25
Avergge infiow estimaies
0.20 0.062 0.025 0.10 0.14 0.110 0.130 0.100 0.60
0.1¢ 0.082 0.041 0.18 0.28 0.076 0.110 0.050 0.39
0.05 0.093 0.047 0.23 0.37 0.055 0.103 0,023 0.31
0.01 0.0998 0.049 0.252 0.398 0.052 0.0975 0.022 0.253
Percent deviation of estimates from true inflows
0.20 3590 50.0 60.0 65.0 120.0 30.0 140.0
0.10 18.0 180 26.0 275 52.0 100 5G.0
0.05 7.0 60 g0 75 10.0 3.0 24.0
0.01 0.2 20 08 0.5 4 25 1.2
Standord deviction of estimates
0.20 0.0340 0.0175 0.056 0.076 0.070 0,051 0,056 0.430
0.10 0.0395 0.0194 0.048 0.085 0.050 0.050 0.48 0.260
0.05 0.0275 0.0125 0.028 0.028 0.025 0,026 0.025 0.113
0.01 0.0038 0.0029 0.007 0.0075 0.007 0.0055 0.004 0.027
Cocfiicient of voriation of estimates
0.20 0.55 0.70 0.56 0.54 0.64 0.62 0.88 0.72
0.10 0.48 047 0.2 0.22 0.66 .35 0.95 0.67
0.05 0.30 0.27 0.13 0.08 0.35 0.25 0.86 0.36
0.0 0.05 0.06 0.03 0.02 0.13 0.11 0.18 0.11

different § values 0.20, 0.10, 0.05 and 0.01. The same § was used for every k. For
each of these 400 noisy realizations, the quadratic program was used to obtain
an estimate of the unknown @ values. The weight matrix W was the same used
earlier in connection with the noise free data. The results for all four uniform
B values are summarized in Table 5.

1t was observed that, regardless of the magnitude of 8, the mean @ values
converge to stable values after about 40-30 realizations (Adar, 1984, fig. 50).
Table 5 shows that the magnitudes of the average @ estimates depend heavily
on the magnitude of f. When # = 0.2, these averages (with the exception of @;
which is zero) differ from the true values by 30-140%. When f§ = 0.01, this
difference is reduced to 0.2-4%. The manner in which the standard deviation
of the computed @ estimates varies with f is shown in Fig. 4. The larger f§ is,
the greater the error of estimation. On the other hand. although the rate at
which the estimation error increases with f8, it decreases as the amplitude of the
noise goes up. A second test was performed in which different f, values had
been assigned to the various isotopic and chemical species k according to:

Gy

Hy

B = (16}

263
0. bool Qgheasl
oA’ [}
10 .~‘M_. 10
oA ae
06 [+] ] r
[+ 11 04
[-F 2 02
[
007 005 010 o 061 o0s 00 orof
loos} ko)
] ILOS a ° &
10{ 1D
o8 08
06 o~ 22
0s 04
o2 ,/ t2
om ocs oX LY LY o o5 0% o308
23
o & °3'° ' [ Js°4 bt
19 10
op o
o8 o5
ot L]
oz 024
oo Qo5 00 Q20 5 0:01 o003 03b 0.205
oucibw’ amozml
104 10
0B 08
o8 o8 -~
0e o%
©z o2
o o005 oo oz0d €Ol ooz ©® o208

Fig. 4. Standard deviation of computed @ estimates versus four uniform 3 values.

TABLE 6

Statistics of inflow estimates from 109 realizations of noisy C data with different §, values assigned
to each species

& Q; & Q Q Q e Q.
Assigned (truc) (m’s™")

0.1 0.05 0.25 0.4 0.05 0.10 0.00 0.25
Average inflow estimates

0.0845 0.041 0.210 0.315 0.084 0.112 0.055 0.360
Pereent deviction of estimales from true inflows
15.5 180 16.0 2.3 658.0 12,0 43.0
Standard deviation estimates

0.041 0.0188 0.058 0.069 0.05 0.054 0.055 0.260
Cotfficicnt of veriation of estimates

0.485 0.459 0.276 0.219 0.595 0.446 1.00 0.522
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Here y, is the mean of a large number of concentrations determined by us for
laboratory standards of the k species, and ¢, is the associated standard
deviation (see Appendix C). In this manner B, becomes the coefficient of
variation of the error in determining the laboratory standard for the k species.

The results of this second test are summarized in Table 6. Fig. 5a and b shows
the mean computed @ values and the standard deviation of these values varies
with the number of realizations. Figure 5¢ and d shows the frequency distribu-
tion of the computed @ values and the cumulative frequencies of the estimation
errors, respectively. From Table 6 and Figure 5a and b, we see that ultimate
stable mean @ values differ by 22-100% from the true values. Figure 5¢ and d
shows that the estimation errors have a large standard deviation and their
distribution is generally far from Gaussian (even though artificial noise in the
data is such). These deviations from normality are due in part to the non-
negativity constraints imposed on the estimates which affect primarily the
smaller @ values. However, most of the dificulty stems from having neglected
to maintain ionic balance between the chemical species and the fixed empirical
ratios between D and 0 in generating the noisy data. Laboratory analyses are
customarily rejected if the concentrations of all cations (in meq) do not match
those of all anions; if D does not vary linearly with *O; or if electrical condue-
tivity does not vary linearly with the total dissolved ion (TDI). We must do the
same with the artificial concentrations obtained when generating our noise. To
do so, we performed 250 simulations with the above nonuniform g, values for
each of six different levels of constraints on ionic balance, electrical conductiv-
ity to total dissolved ions ratios and D to **O ratios. These six sets of constraints
are given in the first three columns of Table 7. The last three minimum and
maximum sets of constraints correspond to the extremes of values actually
obtained at the Aravaipa Valley. To achieve each level of constraints, more
than 250 noisy data sets were originally generated, out of which only those 250
which satisfied the given constraints were retained for further analysis. The
results are given in Table 7. We see that the stricter the constraints, the closer
the average to the true flow rates. Consequently, the standard deviation and
coefiicient of variations of the estimation errors decrease as the constraints are
tightened.

Figure 6 shows the results for the case of the tightened constraints corre-
sponding to the bottom row of each category in Table 7. The ionic balance was
maintained within 2%, the ratio between electrical conductivity and TDI
ranged from 35 to 35, and the ratio between D and *O from 6.5 to 8.5. The
estimation errors are seen to be much smaller than those in Fig. 5 and their
distributions less skewed and closer to normal, especially for large @ values.

Table 7 further shows that under severe but nevertheless realistic chemical
and isotopic constraints, the average inflow estimates are almost identical to
the assigned (true) @ values. The assigned value of @; is zero; due to the
nonnegativity requirement its estimates are heavily skewed toward this
number. This notwithstanding, Fig. 6d shows that 42% of the estimates of @,
are zero as they should be, 95% of them deviate from zero by not more than 0.07
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cis. Detailed results for other combinations of constraints are given in Adar
(1984). The importance of ion balance for a single cell model was demonstrated -
for laboratory mixtures by Woolhiser et al. (1983).

The fact that the mode! yields good results when noisy data satisfy
constraints similar to those that real data usually satisfy suggests that the
model should be applied 1o real hydrologic conditions in the field. Part II gives
an example of such an application.

SUMMARY AND CONCLUSIONS

This study leads to a number of important conclusions about the use of
isotopic and chemical data in hydrology.

(1) Regional hydrochemistry and environmental isotopic data have tradi-
tionaliy been used by hydrologists as an important qualitative tool to help the
postulation, support, or rejection of hypotheses on flow regimes in subsurface
environments. However, only on rare occasions have such data been used in a
quantitative manner to compute the magnitudes of physical quantities charac-
terizing these flow regimes. It has been demonstrated that by excluding hydro-
chemical and stable isotope data from the domain of quantitative hvdrology,
much information may be lost. This is especially true in situations where
information about hydraulic gradients and aquifer parameters is limited. For
such situations, it is useful to have a mathematical model which can extract
information about basin hydrology from the spatial distribution of stable
isotopes and chemicals dissolved in surface and subsurface waters.

(2) In this work, a mathematical model has been postulated for the computa-
tion of recharge into, and flow through, an aquifer system. The model has been
developed specifically for basins in which information about environmental
hydrochemistry and the spatial distribution of stable isotopes is more easily
accessible than information about groundwater levels and aquifer parameters
such as transmissivity and storativity. Its development has been prompted by
actual conditions encountered in the semiarid Aravaipa Basin (Adar, 1984).

(3) The proposed model assumes that a groundwater basin or aquifer of
mixing cells is arranged in a one, two, or three-dimensional pattern. All waters
entering the cell mix instantaneously so that the concentrations of the con-
stituents within each cell are uniform. A system of X + 1 water and chemical
balance equations is written for each cell (one water balance equation and X
mass balance equations for each of the dissolved species). The resulting system
of coupled equations is solved for the unknown annual flow rates by quadratic
programming. The algorithm minimize the sum of squared errors in the mass
balance expressions, normalized with respect to the total (known) outflow from
the basin and the associated concentrations. These errors may be further
weighted so as to account for uncertainties in the results of chemical
laboratory analyses, and to minimize the adverse effect of nonconservative
constituents on the mass balance calculation (as chemical reactions along the
flow paths are ignored in the current version of the model).

{4) The sensitivity of the proposed model to errors in the data was inves-
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tigated by means of a Monte Carlo approach. A set of "exact” data was
generated synthetically by the mixing cell model and then corrupted by uncor-
related Gaussian noise. The noisy data were fed into the quadratic program to
vield corresponding estimates of the "unknown’ flow rates. A comparison of
these computed flow rates with their known true values showed that the model
works reasonably well (leading to estimates characterized by near-Gaussian
estimation errors showing a small bias and error variance) as long as ionic
balance is maintained between the dissolved constituents (a condition
laboratory analyses will generally satisfy), the relation between O and D is
linear as expected from real data, and the species are conservative. In Part I1,
Adar and Neuman (this volume) we will show how chemical equilibrium
models, such as WATEQF, can be used to determine the degree to which the
various species satisfy this latter requirement, and how to handle nonconser-
vative species by proper weighting of the mass-balance expressions. Clearly,
for the solution to be meaningful, the number of constituents must be sufficient.
ly large so that the number of mass-balance expressions exceeds the number of
unknown flow rates by a substantial margin.
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APPENDIX A

Synthetic dala used in Lest Nu. | (4 cells; 14 diszolveld ppecies and 8 unknown infiows)

!
'

Inflow  EC* Mg Cn Nn K nco, ¢ NO, SO, F Li Si p* g
1 301.8 0.74 1.97 0.97 0.062 3.08 0.205 0.082 0.12 0023 0.0030 18.01 - 718 -9.73
2 147.6 0.84 0.41 0.33 0.0 1.97 0.070 0.008 0.98 0.120 LIREUT 7.80 ~68.9 -9.306
3 J03.7 0.08 0.27 245 0.004 2.52 0.202 0.019 012 0.068 0. 0000 11.13 -7.0 -912
4 356.0 1.72 3.18 0.73 0.340 3.64 0.140 0.016 1.90 0.015 0.0020 141.80 - 67.0 ~8.43
L] 431.6 1.22 3.66 {.6G 0.025 4.02 0.28} 0.027 1.37 0.047 0.0030 14.91 = 6.0 -9.42
G 181.0 .35 0.76 0.37 0.010 0.85 0.165 0.001 0.7 0.001 0.4010 17.65 -66.3 - 8.66
7 407.5 0.86 2.69 0.87 0.056 291 0.240 0.077 101 0.031 0.0020 21.07 -5 - 1040
8 181.0 0.35 0.76 0.37 0.010 0.85 0.105 0.001 0.76 1.001 0.0010 17.65 - G313 -~ 8.66
Cetl 1 2861 0.7 145 0.76 4.061 291 0.160 0.057 0.61 0,055 0.0023 14.61 ~72.2 ~9.61
Cell 2 3209 1.05 1.98 1.31 0.199 ST 0.193 0.038 116 9,035 0.0024 14.650 - 6990 ~ 8.8¢2
Cell 3 HEAR( 0.98 1.9 1.16 0370 292 0.188 0.033 1.12 0.032 0.0023 14.92 - 68.7 - 8.83
Cell 4 202.1 0.84 1.67 0.98 0.140 2.45 0.104 0026 1.04 0.025 0.0020 15.52 ~-671.6 -8.77
Concentralions are in meql*? unless otherwise indicated.
* EBlectrical conductivity (tMHOcm™").
* Peuterinm (Yo).
“Oxygen-18 (Xo).
Farie. o gy et IR LU LR S I
APPENDIX B8
Synthetic dnta used in test Nu. 2 (4 cells; 11 dissolved species and 19 unknown inflows)
inflow  EC* Mg Ca Na K Heo, il NO, 80, F Li Si n* *Qe
1 a8 0.74 1.97 0.87 0.062 308 0.205 0.082 0.42 0.023 0.0026 18.01 -73.8 -9.73
2 187.1 0.36 0.81 0.39 0.035 0.89 0.093 0.001 0.80 0.001 0.0003 18.18 -~ 66.3 - 8.56
3 146.0 0.52 .13 0.5 0.018 140 0.080 0.036 067 0.007 0.0003 17.70 - G0.6 -8.55
4 23 .62 2m 0.69 0.171 297 0.151 0.030 0.8 1.025 0.0010 16.83 - 083 -741
5 KUTE:Y 0.10 0.24 201 0.048 262 0.263 0.022 0.05 0.036 0.0022 11.00 -67.2 -8.70
6 3703 0.77 1.G67 1.50 0.069 3.01 1.650 0.224 0.14 0.008 0.0032 8.50 -63.1 - 6.62
7 154.0 1.28 2.52 0.98 0028 3.7 0419 0.059 0.64 0.012 00016 16.35 =-76. -10.18
8 2120 0.38 1.51 0.33 0.063 1.20 0.086 0.044 0.63 Q030 0.0020 17,70 -67.1 - 8.48
9 J32.3 0.62 231 0.69 0.174 297 0.15 0.030 0.38 0.025 0.003 16.83 - 087 - 74l
] 1560 1.72 3.18 0.73 0.034 3.61 0.140 0.046 1.93 0.016 0.0016 14.90 ~67.0 -843
11 147.8 0.814 0.41 0.3) 0.030 0.07 0.070 0.908 0.98 0120 0.002 7.80 ~068.9 -98.36
12 asz.o 0.66 2.06 0.87 0.050 2,93 0140 0.080 0.601 0.022 0.0023 17.10 - 069.3 -9.66
13 210 0.39 1.51 0.3 0.063 1.20 0.086 0o 0.63 0.030 00020 17.70 -67.1 -8.98
14 3323 0.62 F 211 0.69 0.174 207 0151 0,030 0.8 0.025 0.0013 16.81 ~ 8.7 -741
15 6.6 0.7 2.10 0.89 0.050 2.9 0.175 0.142 0.66 0.92¢ 00023  18.55 -723 -9.08
16 414.2 1.16 a2 0.76 0.029 3.39 “0.275 0.027 136 0.062 0.0016 14.58 - 68.6 -~ 9.66
17 2120 0.39 1.51 0.33 0.053 1.20 0086 0.044 0.63 0.030 00020 17.70 -67.1 -898
18 23 0.62 231 0.69 0.174 297 0.151 0.030 0.38 n.025 0.0013 16.83 - 677 ~9.50
19 028 0.05 0.30 2.89 0.020 2.52 0.320 0.021 0.19 0.080 0.0037 14.256 -71.8 - 9.4
Cell 1 J21.9 0.6771 0.788  0.865 0.0608 2.112 0.1802  0.0678 0.480 0.0194 0.0022 17.98 -T71.82 - 9.461
Cel} 2 J22.9 0.6551 0.713 0.002 0.0671 2.646 02009 0.065 0.468 0.0207 0.0021 17.44 - 70.89 -9.301
Cell 3 RIER | 0.741 0.807 0.818 0.060 2518 01793 0.05%4 0.623 0.0254 0.0020 16.78 - 69.885 - 9.186
Cell 4 J21.20 07441 0.895 0.844 0.0581 2.5%3 0.1871 0.0576  0.667 0.0286 0.0020 16.62 -~ 69.856G —9.235

Concentrations are in meq ™" unless otherwise indicaled.
* Electrical conductivity (rdM110 cia—").

*Deuterium (Xa).

¢ Oxygen-18 (Yo),

olo
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APPENDIX C

Statistics for 14 isotopic and ionic species from repeated laboratory standards

Species Expected No. of repeated Average Standard Varniance ™} Coefficient of
value analvses X deviationo /¢ variation o/X
EC* 420.0 150 422.0 13.99 0.0051 0.0316
Mg 56.5 17 576 313 0.1020 0.0543
Ca 141.0 20 136.3 14.09 0.0050 0.1030
i\(’a 207.0 27 2.7 20.84 0.0023 0.1030
0.0540°
HCO, 724.0 27 761.5 87.53 1.31 x 107 0.1153
Cl 251.0 30 229.9 37.86 0.0007 0.1650
NO, 558.0 30 573.3 76.32 0.0002 0.1330
SO, 223.0 25 232.2 14.23 0.0049 0.0513
F‘ 0.0300*
L.l 0.0500*
Si 0.1500*
H - 5§8.0 122 -58.1 3N 0.0727 0.0539
»0 - 86 8 -8.56 0.198 25.6 0.0230

* Estimated vajues obtained from UQA Analvtical Center, Tucson, Ariz.
** Electrical conductivity.
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